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Abstract

Reasoning large language models (LLMs) are rapidly evolving across various do-
mains. However, their capabilities in handling complex financial problems still
require in-depth exploration. In this paper, we introduce Fin-R1, a large language
model specifically designed for financial reasoning. With a lightweight param-
eter scale of 7 billion, this model significantly reduces deployment cost while
effectively addresses three major financial pain points: fragmented financial data,
uncontrollable reasoning logic, and weak business generalization ability. To boost
the model’s reasoning capability, we first built Fin-R1-Data, a high-quality dataset
with around 60,091 complete chains of thought (CoT) for both reasoning and non-
reasoning financial scenarios, through a distillation and screening process from
multiple authoritative datasets. Then, we perform Supervised Fine-Tuning (SFT)
followed by Reinforcement Learning (RL) based on this dataset. This two-stage
framework significantly enhances the model’s ability to perform complex finan-
cial reasoning tasks, enabling more accurate and interpretable decision-making in
financial AI applications. Despite its compact structure with only 7B parameters,
Fin-R1 demonstrates outstanding performance in authoritative benchmarks cov-
ering multiple financial business scenarios. It achieves an average score of 75.2,
securing second place overall and significantly outperforming other large-scale
reasoning LLMs in the evaluation. Notably, Fin-R1 is better than DeepSeek-R1-
Distill-Llama-70B, demonstrating its efficiency and effectiveness. It achieves the
state-of-the-art scores of 85.0 in ConvFinQA and 76.0 in FinQA, which focus on
financial reasoning. In real-world applications, Fin-R1 has demonstrated strong
automated reasoning and decision-making abilities in areas like financial compli-
ance and robo-advisory, providing efficient solutions to long-standing financial
industry challenges. Our code is available at https://github.com/SUFE-AIFLM-
Lab/Fin-R1.

1 Introduction

In recent years, the rapid iteration of large language models (LLMs) has significantly propelled the
evolution of artificial intelligence towards artificial general intelligence (AGI). OpenAI’s o1 (Ope-
nAI, 2024a) series models have enhanced their ability to solve complex reasoning tasks by extend-
ing the length of the "chain-of-thought" reasoning process through a mechanism of "exploration-
reflection-iteration." Similar o1-like LLMs, such as QwQ (Qwen, 2024) and Marco-o1 (Zhao et al.,
2024b), have achieved notable improvements in various reasoning tasks, including mathematics, pro-
gramming, and logical reasoning. Financial reproduction versions of o1 models, such as XuanYuan-
FinX1-Preview (Duxiaoman DI Team, 2024) and Fino1 (Qian et al., 2025), have also demonstrated
the immense potential of LLMs in simulating human cognitive processes and handling complex
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tasks. DeepSeek-R1 (Guo et al., 2025) adopts a fundamentally different approach from o1-class
models, leveraging pure Reinforcement Learning (RL) to enhance the reasoning capabilities of large
language models. Through thousands of steps of unsupervised RL training, combined with a small
set of cold-start data and a multi-stage training framework, the model exhibits emergent reasoning
abilities in benchmark evaluations. Simultaneously, this training strategy further refines the models
reasoning performance and readability, demonstrating the efficacy of RL-driven methodologies in
advancing the inference capabilities of large-scale language models.

However, when general-purpose reasoning models are applied to the financial domain, they still face
challenges in adapting to vertical scenarios. Financial reasoning tasks often involve knowledge of
legal clauses, economic indicators, and mathematical modeling. These tasks not only require the
integration of interdisciplinary knowledge but also demand verifiable, step-by-step decision-making
logic. During the application of LLMs in real-world financial business scenarios, the following
issues are often encountered: 1. Fragmentation of financial data makes it difficult to integrate knowl-
edge (Wang et al., 2024b; Guo et al., 2024; Xie et al., 2024; Li et al., 2024; Dong et al., 2024; Xue
et al., 2024; Xu et al., 2025; Wang et al., 2024b; Yu et al., 2024a; Zhang et al., 2024). The inconsis-
tency of data not only increases the complexity of preprocessing but also may lead to redundant or
missing information, further weakening the model’s ability to comprehensively understand and rea-
son within the financial domain. 2. Black-box reasoning logic fails to meet regulatory requirements
for traceability (Wang et al., 2023; Zhao et al., 2024a; Tong et al., 2024). The complex structure
of existing models makes their reasoning process difficult to interpret intuitively. This creates a
contradiction with the regulatory requirements for transparency and traceability in finance, thereby
limiting the application of these models in critical financial business areas. 3. Insufficient general-
ization ability in financial scenarios lead to unreliable outputs in high-risk financial applications (Yu
et al., 2024b; Fatouros et al., 2024; Zhou et al., 2023). The existing models often perform unstably
across different scenarios and struggle to be quickly transferred and generalized to new business
contexts. This limitation makes the models prone to instability or inaccuracy in their outputs when
facing high-risk financial applications.

To address the challenges faced by general-purpose reasoning models in the financial domain, this
paper introduces Fin-R1, the large language model tailored for financial reasoning. By reconstruct-
ing a high-quality financial reasoning dataset and employing a two-stage training framework, Fin-R1
effectively tackles the three core issues of fragmented financial data, uncontrollable reasoning logic,
and weak business generalization ability. Our main contributions are as follows:

• High-Quality Financial Reasoning Dataset:We propose Fin-R1-Data, a high-quality
COT dataset distilled and filtered from multiple authoritative financial datasets, specifically
designed for professional financial reasoning scenarios. Fin-R1-Data covers multidimen-
sional professional knowledge in the Chinese and English financial vertical domain and
can effectively support multiple core financial business scenarios.

• Explicit Financial Reasoning Large Language Model: We propose Fin-R1, a financial
reasoning large language model trained on multidimensional financial business datasets,
which precisely addresses the core demands of the financial industry for decision-making
processes, numerical rigor, and strong business generalization capabilities.

• Two-Stage Model Construction Framework: We propose a two-stage workflow frame-
work that involves constructing a high-quality CoT dataset and training the model through
Supervised Fine-Tuning (SFT) and Reinforcement Learning (RL), that can effectively en-
hance the model’s financial reasoning performance.

The remainder of this report is structured as follows. Section 2 provides a detailed description of
the methodological framework. Section 3 briefly describes our experiments and results on multiple
financial benchmark tests. Section 4 summarizes the technical contributions and outlines future
research directions.

2 Approach

2.1 Overview

We propose a two-stage model construction framework in Figure 1. In the data generation phase,
we employ data distillation based on DeepSeek-R1 and a data filtering method using llm-as-judge
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(Xu et al., 2023) to create a high-quality financial reasoning dataset, Fin-R1-Data. In the model
training phase, we establish the financial reasoning model Fin-R1 based on Qwen2.5-7B-Instruct,
using Supervised Fine-Tuning (SFT) and the Group Relative Policy Optimization algorithm (GRPO)
(Shao et al., 2024) to enhance the model’s reasoning capability and standardize its output format.

Figure 1: The pipeline for constructing Fin-R1. The diagram depicts the two-stage construction framework of
Fin-R1: Data Generation (using DeepSeek-R1 for reasoning to generate CoT data, followed by quality filtering
with the Qwen2.5-72B-Instruct) and Model Training (including SFT pretraining and GRPO optimization for
Fin-R1). Additionally, the right side highlights the performance of Fin-R1 in financial code generation, profes-
sional knowledge, and business knowledge.

2.2 Data Construction

Our objective is to develop Fin-R1-Data, a high-quality, supervised fine-tuning (SFT) dataset specif-
ically designed for financial domains. To achieve this goal, we have designed a robust and compre-
hensive data construction pipeline, including data distillation and data filtering, aimed at ensuring
the accuracy and reliability of the dataset. The detailed pipeline of data construction is shown in
Figure 2.

2.2.1 Data Source

Fin-R1-Data comprises a total of 60,091 distinct entries, encompassing both Chinese and English
content in a bilingual format. The dataset is organized into two primary components: open-
source datasets and proprietary datasets. The open-source datasets include Ant_Finance (Alipay
Team, 2023), FinanceIQ Duxiaoman DI Team (2023b), Quant-Trading-Instruct (FinanceQT) (Ma-
lik, 2024), ConvFinQA (Chen et al., 2022), FinQA (Chen et al., 2021), Twitter-Financial-News-
Sentiment (TFNS) (Anonymous, 2024), Finance-Instruct-500K (Flowers, 2025), FinCorpus (Duxi-
aoman DI Team, 2023a), and FinCUGE (Lu et al., 2023).

The proprietary component of the dataset, the Financial Postgraduate Entrance Exam (FinPEE)
dataset, consists of 350 calculation problems derived from financial postgraduate entrance examina-
tions. The construction of FinPEE followed a rigorous, multi-stage process. Initially, the dataset was
collected in PDF format and then processed in bulk using Mineru (Wang et al., 2024a) for conversion
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Figure 2: Stage 1-The pipeline of data construction: (1) Data Distillation, (2) Answer Check, where an LLM
evaluates the accuracy of responses generated by DeepSeek-R1, and (3) Reasoning Selection, where an LLM
assesses and scores reasoning trajectories to ensure logical coherence and quality. "Reasoning" represents the
reasoning output, while "Thinking" refers to the evaluation process of the judgment model.

into markdown format. Following this, structured question-answer (Q-A) pairs were extracted using
regularization techniques. To ensure the integrity and accuracy of the data, all extracted Q-A pairs
underwent a manual review and validation process, resulting in a high-quality dataset specifically
tailored for financial postgraduate examination problems. The composition structure of Fin-R1-Data
across its various components is illustrated in Figure 3.

As presented in Table 1, the table systematically details the descriptions, data sources, and propor-
tional distribution of various data categories within Fin-R1-Data. The dataset is predominantly com-
posed of financial non-reasoning business knowledge and financial reasoning business knowledge,
which collectively constitute 77.9% of the total. These two categories comprehensively capture a
wide range of real-world financial business scenarios, ensuring extensive coverage of operational
processes. Additionally, financial professional knowledge represents a significant component of the
dataset, encompassing key concepts across multiple financial subfields and accounting for 21.9% of
the total data. Furthermore, Fin-R1-Data includes a specialized subset of financial code data, de-
signed for the development of quantitative trading strategies, though this category comprises only
0.2% of the dataset.

2.2.2 Data Processing

Data Processing comprises both data distillation and data filtering. During the distillation phase,
parameter configurations were rigorously aligned with the official DeepSeek-R1 specifications. The
specific settings applied are outlined as follows:

(1) The temperature was set to 0.6.

(2) For mathematical data, the standardized prompt "Please use \boxed{} to wrap the final answer"
was employed to ensure consistency in answer formatting.

(3) To maintain alignment with the intended reasoning pattern, a "\n" was forcibly appended at the
beginning of each output before initiating data generation.

Data Filtering involves two primary components: answer check (evaluating the accuracy of model-
generated responses) and reasoning selection (assessing the quality of reasoning trajectories). In
the answer check phase, data filtering is conducted by retaining only responses that precisely align
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Figure 3: Composition structure of Fin-R1-Data: (1) Financial Code, (2) Financial Professional Knowledge,
(3) Financial Reasoning Knowledge, and (4) Financial Non-Reasoning Knowledge.

with the reference answers. Specifically, if a response generated by DeepSeek-R1 deviates from the
standard answer provided in the dataset, it is immediately discarded. For objective questions, we
employ exact matching to ensure correctness, while for subjective questions, we adopt the LLM-
as-Judge to evaluate response validity. Regarding model selection and prompt optimization, we
conducted a comparative assessment of GPT-4o (OpenAI, 2024b) and Qwen2.5-72B-Instruct (Yang
et al., 2024) across various prompting strategies. Experimental results demonstrate that Qwen2.5-
72B-Instruct achieves an accuracy rate of 99.6% in LLM-as-Judge tasks, surpassing GPT-4o. Con-
sequently, Qwen2.5-72B-Instruct was selected as the judge model, and we determined the optimal
prompt for evaluation. Further details on the experimental setup and findings are provided in Ap-
pendix A.3.

In the reasoning selection phase, we drew inspiration from the study by Xie et al. (2024) and dis-
tilled seven key dimensions from it: internal consistency, term overlap rate, number of reasoning
steps, logical coherence, content diversity, task-domain relevance, and alignment with task instruc-
tions. These dimensions were employed to comprehensively evaluate the model’s reasoning trajec-
tory data. To ensure the robustness of the filtering process, we conducted experiments comparing
the correlation scores between human annotators and models. The results, detailed in Appendix A.2,
showed that the scores of Qwen2.5-72B-Instruct closely aligned with human judgments, exhibiting
only minor discrepancies, while GPT-4o displayed larger deviations. Based on these findings, we
selected Qwen2.5-72B-Instruct to assess the quality of the reasoning trajectories. Based on these
evaluations, we systematically scored and filtered the reasoning paths, retaining only high-quality
trajectories, which were subsequently curated into a refined dataset for supervised fine-tuning (SFT).
In Figure 4, we present an example of a high-quality reasoning trajectory alongside a low-quality
example, illustrating the distinction between them in the reasoning selection process.

2.3 Training method

Fin-R1 is first trained via Supervised Fine-Tuning (SFT) using a high-quality financial reasoning
dataset to enhance its reasoning ability. Building on this, we employ reinforcement learning to
implement Group Relative Policy Optimization (GRPO), leveraging financial Q&A data and incor-
porating a dual reward mechanism to improve both the accuracy of response formatting and content.
Figure 5 intuitively summarizes the comprehensive training framework, illustrating the synergistic
integration of the supervised learning and reinforcement learning components.
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Table 1: Categories and Sources of Fin-R1-Data

Data Category Data Category Description Source Proportion

Financial Code Financial Quantitative Strategy
Code Generation

FinanceQT 0.2%

Financial Expertise
Financial Terminology
Explanation, Q&A on Financial
Expertise, Financial Calculations

Finance-Instruct-
500K

18.2%

FinanceIQ 3.4%

FinPEE 0.3%

Non-reasoning Financial
Business Knowledge

Content Generation in Financial
Business, Regulatory Compliance,
Financial Knowledge, Financial
Cognition, Financial Logic

Ant-Finance 2.0%

FinCorpus 48.4%

Financial Reasoning
Business Knowledge

Numerical Reasoning on Financial
Data, Financial News Sentiment
Classification, Financial News
Classification, Financial Causal
Relationship Extraction

FinQA 4.8%

ConvFinQA 12.3%

TFNS 4.0%

FinCUGE 6.4%

2.3.1 Training Data Template

In this section, we explain the training format of the data, and the specific prompt template will be
illustrated in Figure 5, which details our training process.

SFT Training Data During the Supervised Fine-Tuning (SFT) phase, each sample v in the
training dataset V comprises three components, i.e., v = (x, c, y∗), where x denotes the question,
c represents the reasoning trace formatted as <think>...</think>, and y∗ corresponds to the
answer, formatted as <answer>...</answer>. During the SFT stage, x is used as the input of the
training set, c and y∗ are used as the output of the training set. This phase enables the model to learn
structured financial reasoning patterns, refining its parameters to generate well-formed reasoning
traces and accurate answers.

RL Training Data During the reinforcement learning (RL) phase, each sample v in the training
dataset V consists of two components, i.e., v = (x, y∗), where x denotes the question and y∗ repre-
sents the models output, which includes only the answer without reasoning traces. Reinforcement
learning further enhances output quality by improving answer accuracy and ensuring compliance
with the expected format.

2.3.2 Supervised Fine-Tuning

We initially performed Supervised Fine-Tuning (SFT) on Qwen2.5-7B-Instruct, specifically optimiz-
ing key aspects of financial reasoning. This fine-tuning process effectively mitigated the reasoning
failures observed when applying the general-purpose model to financial reasoning tasks. The train-
ing data consisted of the ConvFinQA and FinQA datasets. Following SFT, the model demonstrated
enhanced performance in financial reasoning, as detailed in Table 2.
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Figure 4: Examples of high-quality and low-quality reasoning selections filtering

2.3.3 Group Relative Policy Optimization

During the reinforcement learning phase, we employ the Group Relative Policy Optimization
(GRPO) algorithm.

For each training iteration, we sample G candidate outputs {oi}Gi=1 from the old policy πold. Each
output receives a reward ri, from which we compute the group-relative advantage Ai:

Ai =
ri − µ{r}

σ{r}
,

where µ{r} and σ{r} denote the mean and standard deviation of reward values within the group.
Outputs exceeding group averages receive higher advantage values for prioritized optimization. The
policy update now maximizes the following objective function:

JGRPO(θ) = Ev∼P (V),{oi}G
i=1∼πθold (O|v)[

1

G

G∑
i=1

(
min

(
rratio
i Ai, clip

(
rratio
i , 1− ϵ, 1 + ϵ

)
Ai

)
− βDKL(πθ ∥πref)

)]
,

(1)

where rratio
i = πθ(oi|v)

πθold (oi|v)
represents the importance sampling ratio that quantifies the relative likeli-

hood of generating output oi under the new policy πθ compared to the old policy πθold ; Ai denotes
the group-relative advantage, calculated by normalizing each reward with respect to the groups mean
and standard deviation to emphasize outputs that surpass the group average; the clipping operator
clip
(
rratio
i , 1− ϵ, 1 + ϵ

)
restricts the update magnitude within the trust region [1− ϵ, 1 + ϵ] to avoid

destabilizing large parameter changes; the minimum operation between the unclipped term rratio
i Ai
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Figure 5: Stage 2-The pipeline of training construction. During the SFT phase, the base model undergoes
SFT using a structured reasoning-augmented dataset, focusing on enhancing its ability to perform financial
reasoning. During the RL phase, we apply GRPO algorithm, which introduces a group computation mechanism
to provide two reward signalsone for format correctness and one for content accuracy.

and its clipped counterpart ensures a conservative update that balances aggressive improvements
with training stability; and finally, DKL(πθ ∥πref) is the KL divergence and β is the hyper-parameter.

2.3.4 Reward Function Design

In the process of training the reward model based on GRPO, we employs two reward mechanisms:
format reward and accuracy reward.

Format Reward We encourage outputs that include a sequence of reasoning steps enclosed within
<think>...</think> tags and a concise final answer enclosed within <answer>...</answer>
tags. A format incentive score of 1 is awarded if all four tags appear exactly once with no extraneous
content outside these tags; otherwise, a score of 0 is assigned. The format reward function is defined
as follows:

Rfmt(y) =

{
1, if the format matches
0, otherwise

where y denotes the model’s output. Format matching indicates that the output strictly adheres to
the specified format by containing exactly one pair of <think> tags and one pair of <answer> tags,
with no additional content outside these tags.
Accuracy Reward In the financial scenario, we observed that it is challenging to exhaustively
enumerate answer regular expressions using rule-based methods. The examples that are difficult to
identify are presented in Figure 6. Consequently, we adopt Qwen2.5-Max (Qwen Team, 2024)as
the judge for answer evaluation. The content enclosed within the <answer> ... </answer> tags
is extracted from the completions model output using regular expressions, with the resulting
solution serving as the standard answer. If the output within the <answer> ... </answer> tags is
semantically consistent with the standard answer, a reward of 1 is assigned; otherwise, the reward is
0. The specific prompts for the LLM as judge are provided in Appendix A.3. The accuracy reward
function is defined as follows:

Racc(y, y
∗) =

{
1, if y = y∗

0, otherwise
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where y is model’s output (from <answer> ... </answer> tags). y∗ is the standard answer.

2.4 Evaluation

2.4.1 Evaluation Datasets

We establish a financial domain multi-task benchmarking framework by systematically validating
five representative open-source heterogeneous datasets: FinQA, ConvFinQA, Ant-Finance, TFNS,
and Finance-Instruct-500k. Notably, except for Finance-Instruct-500k where a custom 10% test
subset was extracted through stratified sampling from the complete data preprocessing pipeline, all
other datasets strictly adhere to their original publicly available official evaluation splits.To control
costs and maintain relatively uniform data distribution, for each evaluation set, we randomly sample
1,000 data entries for evaluation. If an evaluation set has fewer than 1,000 entries, we evaluate all of
them.

(a) Difference in decimal places. (b) Difference in expression.

Figure 6: The difference between the model output and the ground truth is shown. Figure 6a illustrates the
difference in decimal placement, while Figure 6b shows the difference in expression.

2.4.2 Evaluation Method

The financial evaluation datasets employed in this study, except Finance-Instruct-500k, feature ob-
jective question formats with definitive and unique reference answers. Given that numerical cal-
culation problems may induce discrepancies between model outputs and reference answers in rep-
resentational formats, as shown in Figure 6 (manifested as equivalent conversion issues between
percentage and decimal representations or differences in significant digit retention), we implements
a large language model as an automated evaluation judge for answer check, adopting the prompt
design and evaluation methodology proposed by Zhu et al. (2024). Notably, although this evaluation
paradigm operates at a low level of surface complexity, systematic prompt engineering optimization
strategies were implemented to ensure assessment reliability. Multi-dimensional tuning experiments
were conducted on critical parameters of the prompt template, including but not limited to format
specification directives, numerical precision constraints, and fault tolerance rule configurations. De-
tailed experimental designs and results are analyzed in the Appendix A.3.

3 Experiment

3.1 Baselines

To comprehensively evaluate the reasoning capabilities of Fin-R1 in financial scenarios, we con-
ducted a thorough comparative assessment against multiple state-of-the-art models. These models
include DeepSeek-R1, Fin-R1-SFT, DeepSeek-R1-Distill-Qwen-7B, DeepSeek-R1-Distill-Qwen-
14B, DeepSeek-R1-Distill-Qwen-32B, DeepSeek-R1-Distill-Llama-70B, Qwen-2.5-7B-Instruct,
Qwen-2.5-14B-Instruct, and Qwen-2.5-32B-Instruct. The selection of these models encompasses
a spectrum ranging from lightweight to high-performance architectures, taking into account factors
such as reasoning capability and computational resource consumption. This comprehensive compar-
ison aims to provide a holistic evaluation the performance of Fin-R1 within financial applications.

3.2 Results

Our comprehensive benchmarking evaluation covering multiple financial business scenarios, Fin-R1
demonstrated remarkable performance advantages despite its lightweight 7B parameter scale. It
achieved an average score of 75.2, securing second place overall. Notably, Fin-R1 outperformed all
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participating models of similar scale, with only a 3-point performance gap compared to DeepSeek-
R1 (78.2). Furthermore, it surpassed DeepSeek-R1-Distill-Llama-70B (69.2) by 6 points. Fin-R1
achieved top rankings in two reasoning tasks: FinQA and ConvFinQA. It obtained scores of 76.0
and 85.0, respectively, surpassing all competing models. These results highlight the strong capa-
bilities of Fin-R1 in both financial reasoning scenarios. Although Fin-R1 underwent specialized
training primarily for FinQA and ConvFinQA, it exhibited significant performance improvements
in other financial benchmarks compared with Qwen2.5-7B-Instrcut, including Ant_Finance, TFNS,
and Finance-Instruct-500K. This suggests the model possesses robust cross-task generalization ca-
pabilities, further underscoring its effectiveness in diverse financial applications.

Table 2: Evaluation results in different financial benchmarks.

Model Parameters FinQA ConvFinQA Ant_Finance TFNS Finance-Instruct-500K Average
DeepSeek-R1 671B 71.0 82.0 90.0 78.0 70.0 78.2
Qwen-2.5-32B-Instruct 32B 72.0 78.0 84.0 77.0 58.0 73.8
DeepSeek-R1-Distill-Qwen-32B 32B 70.0 72.0 87.0 79.0 54.0 72.4
Fin-R1-SFT 7B 73.0 81.0 76.0 68.0 61.4 71.9
Qwen-2.5-14B-Instruct 14B 68.0 77.0 84.0 72.0 56.0 71.4
DeepSeek-R1-Distill-Llama-70B 70B 68.0 74.0 84.0 62.0 56.0 69.2
DeepSeek-R1-Distill-Qwen-14B 14B 62.0 73.0 82.0 65.0 49.0 66.2
Qwen-2.5-7B-Instruct 7B 60.0 66.0 85.0 68.0 49.0 65.6
DeepSeek-R1-Distill-Qwen-7B 7B 55.0 62.0 71.0 60.0 42.0 58.0

Fin-R1 7B 76.0 85.0 81.0 71.0 62.9 75.2

4 Conclusion and Future work

We introduces the financial reasoning large language model Fin-R1, which effectively addresses
three core challenges in financial AI applications: fragmented financial data, uncontrollable reason-
ing logic, and weak business generalization ability. By constructing the high-quality financial rea-
soning CoT dataset Fin-R1-Data followed by model training through SFT (Supervised Fine-Tuning)
and RL (Reinforcement Learning), forms a two-stage workflow framework within the financial do-
main, Fin-R1 achieves the state-of-the-art performance among evaluated models, scoring 85.0 and
76.0 in the ConvFinQA and FinQA, respectively. Our approach has significantly advanced the appli-
cation of large language models in the financial domain. In the future, we will focus on advancing
the integration and innovation of fintech field. On one hand, we will refine our architecture for finan-
cial multimodal scenarios and deepen its application exploration in cutting - edge areas, promoting
the financial industry’s intelligent and compliant development. On the other hand, we will drive the
widespread adoption of large language models in finance, fostering deeper integration with finan-
cial applications to enhance risk management and regulatory compliance, ultimately expanding the
practical utility of the model.

Limitations

Although the model has achieved significant improvements in the financial domain, our study still
has three main limitations:

– Limited training dataset coverage: The current training data of the model is confined to Con-
vFinQA and FinQA only, and it has not yet reached the satisfactory target. Future training will be
expanded to more diverse financial datasets.

– Single-modality architecture limitation: The current model, based on a pure text architecture,
struggles to handle financial reports containing visual elements. We will consider multimodal exten-
sion solutions for financial chart understanding and reasoning in the future.

– Closed-scenario focus bias: The current evaluation mainly targets reasoning questions with clear
standard answers, and open-ended financial text question answering has not been designed.

Although we currently have the above limitations, in the future, we will redouble our efforts to
address these potential shortcomings. We believe that these improvements will significantly enhance
the model’s applicability and effectiveness in real-world financial scenarios.
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A Appendix

A.1 The Prompt of data construct

During the entire data construction process, we constructed prompts in three key processes respec-
tively. Firstly, in the data distillation stage, we referred to the official prompt setting of DeepSeek
- R1 and constructed the prompt shown in Figure 7. Secondly, in the first stage of data screening,
for the task of "LLM-as-Judge", we compared various prompts and finally determined the optimal
prompt. The details are shown in Figure 10. Finally, in order to obtain high-quality inference tra-
jectories, in the second stage of data screening, we proposed seven indicators for evaluating the
inference trajectories of the model and carefully constructed the prompt in Figure 8.

Figure 7: The prompt of data distillation that we used

A.2 The Prompt of reasoning selection

To compare the scoring outcomes between human annotators and language models, we conducted
supplementary experiments. Specifically, we randomly selected 20 data points from the dataset
filtered in the initial preprocessing step and evaluated their reasoning performance using Qwen2.5-
72B-Instruct and GPT-4o. The evaluation followed seven predefined judgment criteria. Each data
point received a score of 1 if its reasoning satisfied a given criterion and 0 otherwise. The total
score for each data point was obtained by summing across all criteria, resulting in a range from
0 (minimum) to 7 (maximum). Given the scoring framework, we effectively employed a binary
scoring approach (0/1) at the criterion level.
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Figure 8: The Prompt for reasoning selection

To establish a reference baseline, human annotators independently scored the reasoning for the same
data points. We then visualized the correlation between the scoring distributions of Qwen2.5-72B-
Instruct, GPT-4o, and human annotations using heatmaps (see Figure 9) to assess their alignment and
discrepancies. The results show that Qwen2.5-72B-Instruct exhibits high concordance with human
annotations, with most questions having a correlation score of 1, and only minor deviations in a
few cases. In contrast, GPT-4o shows larger discrepancies, indicating lower alignment with human
judgments. Based on these findings, we ultimately selected Qwen2.5-72B-Instruct as the scoring
model for reasoning selection.

A.3 The Prompt of Judging

In the research on answer verification tasks based on LLM-as-Judge, we reveals that although the
surface task format appears relatively simple (i.e. determining binary output 1 or 0 based on con-
sistency between model-generated answers and reference answers), different prompt wording strate-
gies significantly influence the performance of evaluation models. To quantitatively analyze this
phenomenon, we randomly selected 100 sample instances from the FinQA dataset and conducted
five repeated experiments for each prompt strategy to assess result stability. This process yielded
500 comparative results per prompt group, with model performance evaluated through consistency
analysis against human-annotated results. Experiments were conducted using both GPT-4o and
Qwen2.5-72B-Instruct.
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(a) Qwen2.5-72B-Instruct vs. Human (b) GPT-4o vs. Human

Figure 9: Heatmap comparison of reasoning scores between LLMs and human annotators. Figure 9a and 9b
represent the correlation between the scores of Qwen2.5-72B-Instruct and GPT-4o with human scores.

To systematically evaluate the impact of different prompting strategies on evaluation model perfor-
mance, this study established a quantitative evaluation metrics system comprising two core indica-
tors:

• Classification Inaccuracy: defined as the proportion of samples where model judgments
disagree with human annotations.

• Format Irregularity: reflecting the degree to which model outputs fail to strictly adhere
to binary constraints (0/1).

Through statistical analysis of 500 comparative results under each prompting strategy, the perfor-
mance comparison data are shown in Table 3. The specific prompt formats include our used format
as OF, the format where the content to be judged is at the end as CIE, the format with the original
question passed in as WQ, the format with the original question passed in and the question-and-
answer content placed at the end as CIE-WQ and the Chinese format as ZH. The prompts are shown
in Figure 10, 11, 12, 13, 14.

Inaccuracy Irregularity
Format GPT-4o Qwen2.5-72B-Instruct GPT-4o Qwen2.5-72B-Instruct

OF 2.8% 0.4% 0.8% 0.0%
CIE 2.0% 2.0% 0.0% 0.0%
WQ 6.0% 8.0% 3.6% 3.2%
CIE-WQ 4.8% 9.6% 1.6% 3.2%
ZH 5.2% 1.6% 0.0% 0.0%

Table 3: Comparison of GPT-4o and Qwen2.5-72B-Instruct on answer judgment inaccuracy and irregularity
across different prompt formats.The specific prompt formats include our used format as OF, the format where
the content to be judged is at the end as CIE, the format with the original question passed in as WQ, the format
with the original question passed in and the question-and-answer content placed at the end as CIE-WQ and the
Chinese format as ZH.

The systematic analysis based on experimental data reveals that different prompt strategies signifi-
cantly influence the performance of evaluation models. We analyze the results as follows:

• Text positioning strategies demonstrate model-specific differences. GPT-4o shows stable
performance under the CIE strategy when reference answers are post-positioned, with an
inaccuracy rate of 2.0%, while Qwen2.5-72B-Instruct exhibits superior adaptation to the
rule-preceding OF strategy, achieving an extremely high accuracy of 99.6%.

• Although incorporating original questions as contextual information theoretically enhances
semantic comprehension, it substantially increases the format deviation rates (Irregularity).
Under the WQ strategy, GPT-4o and Qwen2.5-72B-Instruct exhibit 3.6% and 3.2% Irreg-
ularity respectively. Manual verification identifies that format deviations predominantly
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occur in long-text samples, potentially due to input sequence elongation inducing model
hallucinations (e.g., Qwen2.5-72B-Instruct’s classification error rate under WQ strategy
surges from baseline 0.4% to 8.0%).

• Cross-lingual testing indicates that Chinese prompts (ZH), while partially ensuring for-
mat compliance, yield significantly higher classification errors than optimal English strate-
gies due to the English evaluation context. Compared with GPT-4o, Qwen2.5-72B-Instruct
demonstrates better Chinese prompt adaptability.

Base on the above analyses, we ultimately select Qwen2.5-72B-Instruct as the judge model. More-
over, we proposes the following optimizations: (1) Prompt engineering should account for model
architecture characteristics, as employing model-specific prompt structures may enhance evaluation
accuracy. (2) In answer verification tasks, unnecessary long contextual inputs should be minimized
to effectively reduce format deviations.

Figure 10: The prompt for judging the model answer that we used.
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Figure 11: The prompt for judging the model answer that the content comes at the end.

17



Figure 12: The prompt for judging the model answer which is combined with the question.
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Figure 13: The prompt for judging the model answer, which is combined with the question, comes at the end.
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Figure 14: The Chinese prompt for judging the model answer.
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